
Table 12.5 illustrates these computations for a small set of data. The first column lists the scores for the X variable,
which has a mean of 4.00 and a standard deviation of 1.90. The second column is the z-score for each of these raw
scores. The third and fourth columns list the raw scores for the Y variable, which has a mean of 40 and a standard
deviation of 11.78, and the corresponding z scores. The fifth column lists the cross-products. For example, the first
one is 0.00 multiplied by −0.85, which is equal to 0.00. The second is 1.58 multiplied by 1.19, which is equal to
1.88. The mean of these cross-products, shown at the bottom of that column, is Pearson’s r, which in this case is
+.53. There are other formulas for computing Pearson’s r by hand that may be quicker. This approach, however, is
much clearer in terms of communicating conceptually what Pearson’s r is.

Table 12.5 Sample Computations for Pearson’s r

X zx Y zy zxzy

4 0.00 30 −0.85 0.00

7 1.58 54 1.19 1.88

2 −1.05 23 −1.44 1.52

5 0.53 43 0.26 0.13

2 −1.05 50 0.85 −0.89

Mx = 4.00 My = 40.00 r = 0.53

SDx = 1.90 SDy = 11.78

There are two common situations in which the value of Pearson’s r can be misleading. One is when the relationship
under study is nonlinear. Even though Figure 12.8 shows a fairly strong relationship between depression and sleep,
Pearson’s r would be close to zero because the points in the scatterplot are not well fit by a single straight line.
This means that it is important to make a scatterplot and confirm that a relationship is approximately linear before
using Pearson’s r. The other is when one or both of the variables have a limited range in the sample relative to the
population. This problem is referred to as restriction of range. Assume, for example, that there is a strong negative
correlation between people’s age and their enjoyment of hip hop music as shown by the scatterplot in Figure
12.10. Pearson’s r here is −.77. However, if we were to collect data only from 18- to 24-year-olds—represented by
the shaded area of Figure 12.11—then the relationship would seem to be quite weak. In fact, Pearson’s r for this
restricted range of ages is 0. It is a good idea, therefore, to design studies to avoid restriction of range. For example,
if age is one of your primary variables, then you can plan to collect data from people of a wide range of ages.
Because restriction of range is not always anticipated or easily avoidable, however, it is good practice to examine
your data for possible restriction of range and to interpret Pearson’s r in light of it. (There are also statistical methods
to correct Pearson’s r for restriction of range, but they are beyond the scope of this book).
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