
Again, M is the sample mean and µ0 is the hypothetical population mean of interest. SD is the sample standard
deviation and N is the sample size.

The reason the t statistic (or any test statistic) is useful is that we know how it is distributed when the null
hypothesis is true. As shown in Figure 13.1, this distribution is unimodal and symmetrical, and it has a mean of 0.
Its precise shape depends on a statistical concept called the degrees of freedom, which for a one-sample t test is N −
1. (There are 24 degrees of freedom for the distribution shown in Figure 13.1.) The important point is that knowing
this distribution makes it possible to find the p value for any t score. Consider, for example, a t score of +1.50 based
on a sample of 25. The probability of a t score at least this extreme is given by the proportion of t scores in the
distribution that are at least this extreme. For now, let us define extreme as being far from zero in either direction.
Thus the p value is the proportion of t scores that are +1.50 or above or that are −1.50 or below—a value that turns
out to be .14.

Figure 13.1 Distribution of t Scores (With 24 Degrees of Freedom) When the Null Hypothesis Is True. The red vertical lines represent the two-tailed
critical values, and the green vertical lines the one-tailed critical values when α = .05.

Fortunately, we do not have to deal directly with the distribution of t scores. If we were to enter our sample data
and hypothetical mean of interest into one of the online statistical tools in Chapter 12 or into a program like SPSS
(Excel does not have a one-sample t test function), the output would include both the t score and the p value. At this
point, the rest of the procedure is simple. If p is less than .05, we reject the null hypothesis and conclude that the
population mean differs from the hypothetical mean of interest. If p is greater than .05, we retain the null hypothesis
and conclude that there is not enough evidence to say that the population mean differs from the hypothetical mean of
interest. (Again, technically, we conclude only that we do not have enough evidence to conclude that it does differ.)

If we were to compute the t score by hand, we could use a table like Table 13.2 to make the decision. This
table does not provide actual p values. Instead, it provides the critical values of t for different degrees of freedom
(df) when α is .05. For now, let us focus on the two-tailed critical values in the last column of the table. Each of these
values should be interpreted as a pair of values: one positive and one negative. For example, the two-tailed critical
values when there are 24 degrees of freedom are +2.064 and −2.064. These are represented by the red vertical lines
in Figure 13.1. The idea is that any t score below the lower critical value (the left-hand red line in Figure 13.1) is
in the lowest 2.5% of the distribution, while any t score above the upper critical value (the right-hand red line) is
in the highest 2.5% of the distribution. Therefore any t score beyond the critical value in either direction is in the
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