
Table 13.6 Sample Sizes Needed to Achieve Statistical Power of .80 for
Different Expected Relationship Strengths for an Independent-

Samples t Test and a Test of Pearson’s r

Null Hypothesis Test

Relationship Strength Independent-Samples t Test Test of Pearson’s r

Strong (d = .80, r = .50) 52 28

Medium (d = .50, r = .30) 128 84

Weak (d = .20, r = .10) 788 782

What should you do if you discover that your research design does not have adequate power? Imagine, for example,
that you are conducting a between-subjects experiment with 20 participants in each of two conditions and that you
expect a medium difference (d = .50) in the population. The statistical power of this design is only .34. That is,
even if there is a medium difference in the population, there is only about a one in three chance of rejecting the null
hypothesis and about a two in three chance of committing a Type II error. Given the time and effort involved in
conducting the study, this probably seems like an unacceptably low chance of rejecting the null hypothesis and an
unacceptably high chance of committing a Type II error.

Given that statistical power depends primarily on relationship strength and sample size, there are essentially
two steps you can take to increase statistical power: increase the strength of the relationship or increase the sample
size. Increasing the strength of the relationship can sometimes be accomplished by using a stronger manipulation or
by more carefully controlling extraneous variables to reduce the amount of noise in the data (e.g., by using a within-
subjects design rather than a between-subjects design). The usual strategy, however, is to increase the sample size.
For any expected relationship strength, there will always be some sample large enough to achieve adequate power.

Computing Power Online

The following links are to tools that allow you to compute statistical power for various research designs and
null hypothesis tests by entering information about the expected relationship strength, the sample size, and
the α level. They also allow you to compute the sample size necessary to achieve your desired level of power
(e.g., .80). The first is an online tool. The second is a free downloadable program called G*Power.

• Russ Lenth’s Power and Sample Size Page: http://www.stat.uiowa.edu/~rlenth/Power/index.html
• G*Power: http://www.gpower.hhu.de

Problems With Null Hypothesis Testing, and Some Solutions

Again, null hypothesis testing is the most common approach to inferential statistics in psychology. It is not
without its critics, however. In fact, in recent years the criticisms have become so prominent that the American
Psychological Association convened a task force to make recommendations about how to deal with them (Wilkinson
& Task Force on Statistical Inference, 1999)3. In this section, we consider some of the criticisms and some of the
recommendations.

3. Wilkinson, L., & Task Force on Statistical Inference. (1999). Statistical methods in psychology journals: Guidelines and explanations. American
Psychologist, 54, 594–604.
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