
of the sample. Specifically, the stronger the sample relationship and the larger the sample, the less likely the result

would be if the null hypothesis were true. That is, the lower the p value. This should make sense. Imagine a study in

which a sample of 500 women is compared with a sample of 500 men in terms of some psychological characteristic,

and Cohen’s d is a strong 0.50. If there were really no sex difference in the population, then a result this strong

based on such a large sample should seem highly unlikely. Now imagine a similar study in which a sample of three

women is compared with a sample of three men, and Cohen’s d is a weak 0.10. If there were no sex difference in

the population, then a relationship this weak based on such a small sample should seem likely. And this is precisely

why the null hypothesis would be rejected in the first example and retained in the second.

Of course, sometimes the result can be weak and the sample large, or the result can be strong and the sample

small. In these cases, the two considerations trade off against each other so that a weak result can be statistically

significant if the sample is large enough and a strong relationship can be statistically significant even if the sample is

small. Table 13.1 shows roughly how relationship strength and sample size combine to determine whether a sample

result is statistically significant. The columns of the table represent the three levels of relationship strength: weak,

medium, and strong. The rows represent four sample sizes that can be considered small, medium, large, and extra

large in the context of psychological research. Thus each cell in the table represents a combination of relationship

strength and sample size. If a cell contains the word Yes, then this combination would be statistically significant for

both Cohen’s d and Pearson’s r. If it contains the word No, then it would not be statistically significant for either.

There is one cell where the decision for d and r would be different and another where it might be different depending

on some additional considerations, which are discussed in Section 13.2 “Some Basic Null Hypothesis Tests”

Table 13.1 How Relationship Strength and Sample Size
Combine to Determine Whether a Result Is Statistically

Significant

Relationship strength

Sample Size Weak Medium Strong

Small (N = 20) No No

d = Maybe

r = Yes

Medium (N = 50) No Yes Yes

Large (N = 100)

d = Yes

r = No

Yes Yes

Extra large (N = 500) Yes Yes Yes

Although Table 13.1 provides only a rough guideline, it shows very clearly that weak relationships based on

medium or small samples are never statistically significant and that strong relationships based on medium or larger

samples are always statistically significant. If you keep this lesson in mind, you will often know whether a result

is statistically significant based on the descriptive statistics alone. It is extremely useful to be able to develop

this kind of intuitive judgment. One reason is that it allows you to develop expectations about how your formal

null hypothesis tests are going to come out, which in turn allows you to detect problems in your analyses. For

example, if your sample relationship is strong and your sample is medium, then you would expect to reject the null

hypothesis. If for some reason your formal null hypothesis test indicates otherwise, then you need to double-check

your computations and interpretations. A second reason is that the ability to make this kind of intuitive judgment is

an indication that you understand the basic logic of this approach in addition to being able to do the computations.
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